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ABSTRACT 

Depression is one of the big issues in modern society. There are 

two main characteristics of depression that we noticed. 1) 

Depression is not a problem limited to a specific age group. 2) 

Very few people are properly treated for depression. Therefore, 

we would like to propose a social robot that treats depression, 

which is accessible to people of various ages at a low cost. The 

task of the proposed robot is largely divided into two parts. The 

first is Emotional Analyzing and the second is the Interaction 

using LLM part. In the first part, emotional analysis is performed 

using the text generated by the user, the user's facial expressions, 

and speech tone, and the results are integrated using LLM to 

analyze the user's emotions. In the second part, LLM ensures 

appropriate interaction with the user based on the results of the 

user's emotional analysis performed in the first part. This 

interaction consists of dialogue output and activity suggestions 

appropriate to the user's current emotional state. 
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1 Introduction 

In modern society, physical injuries have decreased significantly 

due to technological advances, but on the contrary, mental illness 

is increasing against material abundance. Mental illness has 

increased as living, working environments, and human 

relationships have diversified, but access to depression treatment 

remains difficult due to a lack of awareness of mental health and 

difficulty in finding the cause of the outbreak. According to a 

2023 report from MHA (Mental Health America) [1], in 2019-

2020, 20.78% of adults were experiencing a mental illness. That is 

equivalent to over 50 million Americans. Also, over 10% of youth 

in the U.S. are experiencing depression that is severely impairing 

their ability to function at school or work, at home, with family, or 

in their social life. The most serious thing is that 54.7% of adults 

and 59.8% of youth with major depression do not receive any 

mental health treatment. Depression problem is not just a problem 

for a specific age group, and access to treatment needs to be 

increased. 

 

Therefore, we propose the social robot to improve depression, 

which can be used by people of various ages with low cost. Our 

social robot will be implemented in a software robot (such as an 

AI assistant) rather than having a hardware robot form, such as a 

humanoid or pet robot. There are two main reasons why we 

propose robot in this form of software. First, our social robot's 

goal is to reduce the cost of production as much as possible 

because it aims to be accessible to a wide range of people at a low 

cost. If a robot has a physical form, it is directly linked to an 

increase in cost. If a physical form is needed for this system in the 

future, the system is basically composed of Python scripts, so it 

can be applied to various devices such as personal computers, 

smartphones, and robots equipped with Raspberry Pi. The second 

reason is that a large number of depression-treatment social robots 

mainly focus on the external part of the robot, which reveals 

limitations in intangible interactions such as conversations with 

users, and our project is to focus on making the robot have a more 

natural conversation with users. 

 

The structure of proposed social robot is largely divided into two 

parts. The first part is emotional analyzing that receives various 

data from users and analyzes emotions. Since accurate emotion 

analysis is difficult with just one type of user data, multi-modal 

based emotion analysis is performed through various data such as 

voice tone and facial expressions. The emotional analysis results 

performed separately on each data are combined into one through 

Large Language Model (LLM). Through LLM, it is possible to 

combine emotion analysis results of different types more easily. 

And based on the output of emotional analyzing, our social robot 

proposes actions and interacts with user by natural conversation 

using the LLM to improve user’s mental health. LLM have the 

advantage of being able to make conversations with users more 

"naturally" and "like humans" through natural language 

processing, but also LLM have the disadvantage that the output 

form is not constant. This is a major obstacle to the use of LLM in 

specific system structures. To overcome this, we learn LLM 

through prompt engineering to generate the appropriate form of 

output for the social robot system structure we propose. 

 

In summary, we propose a social AI robot that analyzes the user's 

current emotional state and takes appropriate interactions based on 

it. Emotional states are assessed in a variety of ways and the 

results are integrated by LLM. And based on the analyzed result, 



  

 

 

 

the LLM learned by prompt engineering ensures appropriate 

interaction with users. This interaction includes appropriate 

dialogue and activity suggestions based on the user's emotional 

state. 

2 Related Works 

There are a significant number of social robots for treating 

depression [2] [3]. But many of them are limited in that they are 

for a certain age group, especially the elderly [4] [5] [6]. In 

addition, most of research and products are mainly focusing on 

accessible interfaces or cute and relieved appearances. This may 

be valid for a specific age group targeted for research or products 

but is not suitable for use by various age groups. 

In addition, in the point of view of emotional analyzing, one of the 

approaches of our project, there is pepper [7] that conduct 

emotional analyzing, but it mainly focuses on external parts such 

as natural conversation tones or natural movement. Therefore, 

even if they analyze users' emotions, there are limitations to 

interact with users because that functions are very simple and 

fixed in those robots. 

3 Methodology 

Our proposed social robot receives various data from users like 

voice tone, facial expressions, text messages and then performs a 

multi-modal emotional analyzing based on it and outputs the 

results. Subsequently, this output is passed on to the LLM, 

generate the output of conversations and activities proposals 

appropriate for user's particular mental state. Through this 

process, our social robot can detect the user's mental state and 

relieve the user's depression. 

 

For this purpose, the proposed social robot has a system structure 

that is largely divided into two parts, as depicted in Figure 1. The 

first is Emotional analyzing and the second part is Interaction 

using LLM. 

3.1 Emotional analyzing 

In the context of emotional analysis, to address the unique needs 

of the target user group and enhance system accessibility, the 

system has designed the emotional analysis components as 

multiple independent plug-and-play modules, deviating from the 

direct use of a multimodal fusion approach. These modules allow 

the free combination of inputs from different modalities with the 

analysis module, catering to the requirements of individuals in the 

depressed and lonely population who may lack expressive 

capabilities in specific modalities. These particular users may be 

reluctant or unable to utilize a single modality such as text, 

speech, or facial expressions due to functional barriers. For 

instance, individuals with depression may not be inclined to 

convey emotions through facial expressions. 

 

It is noteworthy that our system exhibits high scalability. Each 

internal module is meticulously designed, with training and 

invocation modules functioning independently. The sentiment 

analysis model is interchangeable, allowing the system to flexibly 

adapt to varying degrees of complexity in sentiment analysis 

tasks. In the current phase, we have opted for foundational and 

readily available models to implement the overall functionality. 

However, the system's architecture permits seamless upgrading 

and replacement of these models in the future. 

 

To address issues arising from the independence of various 

modality inputs and constraints imposed by foundational models, 

the system introduces the LLMs as an independent agent. This 

agent is responsible for handling multi-channel sentiment inputs 

and generating the final analysis results. Additionally, the system 

employs the prompt engineering approach to inform known 

deficiencies in foundational models, optimizing the ultimate 

results and ensuring further enhancement of system performance. 

After the previous processes, the system will interact the final 

resulting emotion in the form of natural language with the 

subsequent LLM modules, as shown in the structure of Figure 1. 

 

 

Figure 1: The whole system structure of the proposed social 

robot 



  

 

 

3.2 Interaction using LLM 

As mentioned earlier, there are several obstacles to using LLM 

such as ChatGPT for specific systems. One of them is that the 

output generated by LLM is not fixed and changes from time to 

time. Therefore, we learn LLM through prompt engineering to 

obtain a stable and fixed form of output from LLM, even though 

the content of the conversation itself changes. 

 

The prompt engineering structure to be used for this is divided 

into Role, Main Task, and Instruction. This can be seen in 

Figure 2. Role is designed to prescribe a specific function to the 

LLM. Through this element, we determine which domain of 

knowledge the LLM should tap into by framing a particular 

context of perspective. For example, by positioning the LLM as a 

social AI assistant for depressed aiming to care their emotional 

state, the LLM conceptualizes its role based on the provided 

context. Main Task is to define the primary objective for the 

LLM. Since the response is shaped by this directive, it is 

imperative that the instruction is unambiguous and succinct, 

utilizing domain-specific terms when necessary. In this context, 

the main objective is generating proper dialogue and activity 

suggestions based on user's emotional state. And Instruction 

contains all other information, including examples of the output 

form expected of LLM. Given LLM’s reliance on extensive 

datasets as its information source, this instruction including 

examples imposes limitations on its actions. Based on this format, 

the LLM generates results in the form of fixed pythonic code. 

 

Figure 2: Prompts used in the prompt engineering process in 

this study 

The final task of the Interaction using LLM part is to create a 

Graphical User Interface (GUI) using the pythonic code generated 

by LLM and prepared APIs to make it easier for users to accept 

the information. For this task, the output generated by LLM is 

divided into conversation and activities. A conversation refers to a 

dialogue appropriate to the user's emotional state and will be 

output as a voice message through the TTS API. Activities refer to 

activity suggestions appropriate to the user’s emotional state. 

Depending on the type of activity, an API that enables execution 

of an appropriate app or search in the browser is selected, making 

it easy for users to execute. 

4 Implementation 

Based on the methodology described in Section 3, we 

implemented a social AI robot. The entire implementation code 

was written in a python script, and the code is released as an open-

source repository on GitHub [8]. 

4.1 Emotional analyzing 

For the speech emotion recognition, the system extracts feature 

from sound using Mel-Spectrograms based on the DAVDESS 

dataset [9]. Due to its simplicity and cost-effectiveness in the past 

similar tasks, CNN [10] is chosen as the default setting to 

complete the system. However, in the initial design of the system, 

single models often perform poorly due to the high similarity 

between Mel-Spectrograms. Ultimately, the speech emotion 

recognition module is designed as a multi-agent system with 5 

simple CNNs as shown in Figure 3, where each model represents 

an agent responsible for a simple task. Through the combination 

and reuse of different models, simple models are able to complete 

complex tasks. Finally. the system automatically records a 5-

second audio snippet and generates a predicted label to store. 

 

Figure 3: Multi-Agent system for Speech Emotion Recognition 



  

 

 

 

Regarding the facial expression recognition, the default model of 

the system involves the utilization of VGG19 [11], trained on the 

FER2013 dataset [12]. This dataset comprises grayscale facial 

images categorized into seven classes (0-6: Angry, Disgust, Fear, 

Happy, Sad, Surprise, Neutral). VGG19, a model commonly 

employed in the field of facial expression recognition, was chosen 

for its balance of lightweight design and robust functionality. 

 

In the final system implementation, OpenCV is employed to 

recognize all facial expressions within a 5-second timeframe using 

the user interface as shown as Figure 4. The expression with the 

highest frequency is then determined as the ultimate prediction, 

which is subsequently stored for future reference. 

 

 

Figure 4: User Interface for facial expression recognition 

When performing the text emotion recognition task, the initial 

model of the system was set to BERT [13], based on its superior 

performance in the past task. The model was fine-tuned over five 

epochs on a dataset [14] containing six basic emotions (happy, 

sad, anger, fear, love, surprise) to better fit the specific needs of 

the task.  The system deploys a simple and easy-to-use user 

interface as Figure 5 to record user input and provide real-time 

emotion recognition. In addition, the system stores the results of 

each emotion recognition for subsequent analysis and reference. 

 

 

Figure 5: User Interface for Text Input 

In the end, the previous predictions will be stored together, and 

the LLM will be invoked as an agent to make the final judgment 

and it can also solve the previous problem of different module 

data sets with different labels, instead of the original multimodal 

learning process. Through prompt engineering as Figure 6, the 

system can be designed with manual input of "trust level" and 

previous base module limitations as auxiliary information, and the 

agent will make corresponding judgments based on the prompt. 

This design improves the accessibility and interpretability of the 

system and provides a cost-effective solution for direct 

deployment of multimodal models or more advanced base models. 

 

Figure 6: The LLM agent for final judgment 

4.2 Interaction using LLM 

 

Figure 7: System structure of Interaction using LLM Part 



  

 

 

The implementation of the Interaction using LLM part was 

implemented as shown in Figure 7. When the user's current 

emotional state is transmitted to the LLM, which has been trained 

through prompt engineering to fix the output in the desired form, 

the LLM generates a code appropriate for user's emotional state. 

At this time, Open AI's ChatGPT GPT-4 model [15] was used for 

LLM. 

 

The generated code is largely divided into conversation and 

activity suggestion. The conversation is output in the form of a 

voice message through the pyttsx3 API [16]. Activity suggestions 

are once again divided into two types, search_word and app, 

depending on their type. If the proposed activity is classified by 

search_word, the webbrowser API [17] automatically generates 

code to search for the corresponding search word in the Internet 

browser. If the proposed activity is classified as an app, code is 

generated to run the application by the subprocess API [18]. 

Lastly, the generated code is processed into a GUI for user by 

using the tkinter API [19]. The sample display of created GUI can 

be seen in Figure 8. 

 

Figure 8: Sample image of GUI display 

5 Results and Analysis 

In this section, we describe the results and analysis of our 

implemented system. Analysis was conducted separately for the 

Emotional analyzing part and the Interaction using LLM part. 

5.1 Emotional analyzing 

For the Speech Emotion Recognition part, the accuracy rate is 

shown in Table 1. The average accuracy rate of the original five 

agents is 0.84, while the average accuracy rate of the final system 

on each task is 0.99, which is significantly improved compared 

with the original accuracy rate. This represents the availability of 

a multi-agent system architecture to achieve the effect of using a 

simple model to complete complex tasks. 

 

Agent Accuracy Final Task Final Accuracy 

Agent 1 0.816 Happy 1.000 

Agent 2 0.699 Angry 0.995 

Agent 3 0.927 Neutral 1.000 

Agent 4 0.894 Sad 0.995 

Agent 5 0.899 Fearful 0.985 

  Disgusted 0.965 

Table 1: Accuracy for Speech Emotion Recognition 

The confusion matrix of the final facial emotion recognition(FER) 

and text emotion recognition(TER) is shown in Figure 9 and the 

Figure 10. The confusion matrix is a table used to evaluate the 

performance of a classification model, which is mainly used to 

visualize the predictive performance of a model on different 

categories. Each row of the confusion matrix represents the actual 

class, and each column represents the class predicted by the 

model. The value of FER represents the number of predictions, 

the value of TER represents the ratio, and the diagonal line is the 

accurate number of successful predictions (in Figure 9) and the 

accuracy rate (in Figure 10). Such a design is due to the difficulty 

of collecting some data such as “surprise” in FER's data set, and 

the simple calculation accuracy rate will cause misjudgment of 

model effect. For example, in Figure 9, the accuracy rate of “32/ 

(32+2) = 0.941” was obtained by surprise. However, due to the 

small amount of “surprise” data, it is more intuitive to analyze and 

judge by using the prediction quantity directly.  

 

It was found that the facial emotion recognition performed well on 

some clearly featured expressions, such as happy, but there were 

misjudgments in the “fear” and “sad”. Additional, according to 

the final actual test results, the data of “surprise” in the original 

dataset is relatively small, which also has negative effects on the 

practical application. Therefore, replacing the basic model while 

adopting a more comprehensive data set is a worthy direction to 

consider for improving results. 

 

Figure 9: Result of Facial Emotion Recognition 

In terms of text emotion recognition, the final fine-tuning results 

in excellent data performance due to BERT's excellent ability and 

more complex design compared to other modules. 

 

Figure 10: Result of Text Emotion Recognition 



  

 

 

 

Overall, the system basically meets the needs of the requirements, 

but it is worth noting that replacing the default model with a more 

recommended solution may achieve better results in marginal 

utility, although this also comes with higher costs and hardware 

requirements. 

5.2 Interaction using LLM 

We conducted experiments for ablation study to evaluate the 

implemented system. We gave each ChatGPT model a prompt 

with a specific structure and verified how accurately it generated 

the desired code. The test for each model and prompt was 

conducted 10 times. What LLM needs to generate is one 

appropriate conversation and three activity suggestions that fit the 

user’s emotional state. Therefore, the success rate was checked to 

see whether the four contents were successfully created for each 

test. These results can be seen in Table 2. 

 

Model Prompt Success Rate (%) 

GPT-3.5 

Unstructured Prompt 25 

Structured Prompt 25 

Structured Prompt with 

additional fine-tuning 
82.5 

GPT-4 
Unstructured Prompt 47.5 

Structured Prompt 100 

Table 2: Experimental results for evaluation of Interaction 

using LLM part 

In GPT-4 model, the desired type of code was generated with 

100% accuracy when using the prompt with the proposed 

structure, and when using the prompt with the proposed structure 

and additional fine-tuning in GPT-3.5 model, the desired type of 

code was generated with 82.5% accuracy. 

 

In both models, it can be seen that the structured prompt used in 

this report significantly raises the accuracy of LLM’s output. The 

results from the GPT-3.5 model are also worth noting, because the 

GPT-3.5 model can be used for free when using the web version 

of ChatGPT. This is an important element in the implementation 

of a social AI robot that can be used by a variety of people at a 

low price, which is the purpose of our project. 

6 Conclusions and Future Works 

In this report, we introduced social AI robot system for 

depression. The proposed system analyzes emotions through 

multiple models. The emotion analysis results performed based on 

the text generated by the user, the user's facial expression, and the 

tone of the user's voice are delivered to the LLM, and the LLM 

integrates the results to output a single user emotional state. The 

user’s emotional state is once again transmitted to LLM. In this 

process, LLM is learned to fix the output in the form of a specific 

pythonic code through prompt engineering. Accordingly, LLM 

outputs conversation and activity suggestions appropriate to the 

user's emotional state. This pythonic code is displayed on the 

screen in the form of a GUI for easy use by users based on 

prepared APIs. 

 

To improve and consolidate our social AI robot’s ability, we need 

further research. Firstly, in the part of Emotional analyzing, Multi-

Agent LLM system Optimization is possible. In other words, we 

can explore the use of a Multi-Agent system to optimize decision-

making instead of a single agent. And the current models used in 

this process are all basic models (e.g. BERT, VGG, CNN), which 

can be replaced with State of the art (SOTA) model or multi-

modal emotion recognition model. This can improve the accuracy 

of the results. Also, in the part of Interaction using LLM, more 

complex interaction with users using LLM is needed. Currently, 

the dialogue and activity suggestions generated by LLM are too 

simple and one-dimensional. Although LLM generates the desired 

code with 100% accuracy because of this simple code structure, 

this can ultimately be seen as a factor that hinders the 

performance of the system. There is a need to improve a function 

of social AI robot that interacts with users in real time through 

additional prompts and improvements to the GUI. 
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